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The Future of Al/ML Innovation
Is Row-Scale Disaggregation
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Traditional Systems — GPU “Capacity Trap”

» Acceleration and memory are
key for Al/ML innovation, growth
and profitability

» Decades-old monolithic system
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Open Systems — GPU Disaggregation
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Open Systems — GPU Disaggregation
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Open Systems Platform

Resources E -:I [=© ﬁ]] @

Composable
Services Capacity Software- Application Dynamic Rapid Open
(Logical) Calibration based Repair Acceleration Attachment Integration APIs

Overla
Servic ez PCle Services Ethernet Services CXL Services
(Logical) Device Composition Layer 2 Switching Advanced Memory
Adapt-ation Segmentation Reassembly Class of Service E2E Reliability
Services
Underlay
Fabric FLIT Switching Adaptive Multipath Deadlock-Free Routing
(Physical) Topology Discovery Ultra High Priority Link Reliability
Optical
Interconnect Topology Agnostic Passive Cabling OTS Optics Use Case-optimized
(Physical)
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Full PCle Gen 5 Compatibility

PCle hierarchy enumerated by host

I FLIT switch forwards Virtual PCle Switch

the FLITs across
I multiple optical paths
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Disaggregated GPU Capacity/Cost Value

Performance per Dollar

53% lower cost per GPU than highly

dense specialized servers

50% more GPUs at 34% lower cost
than highly dense specialized servers

Eliminates stranded assets
and maximizes GPU efficiency

OCTOBER 18, 2023
SAN JOSE, CA

CHNOLOGIES
MPOSIUM

52,000,000

51,500,000

System Cost

51,000,000 -

$500,000

$0

Scaling Innovation Through Collaboration!

$60,000
$1,920,000
Cost
3::" J $1,639,769
SyStem - 540,994
cast $1,272,800
Cost
Pl Systorn
$26,666
Cost:
Gi
32 GPUs 40 GPUs 48 GPUs
Specialized Server OEM Server  Open Platform

+ 540,000

F $50,000

540,000

+ $30,000

$20,000

- $10,000

$0

Cost per GPU




Learn more about the
Cerio open systems platform

matt@cerio.io
Matt Williams, CTO at Rockport Networks — now Cerio
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